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ABSTRACT

Coupling latent diffusion based image generation with contextual
bandits enables the creation of eye-catching personalized prod-
uct images at scale that was previously either impossible or too
expensive. In this paper we showcase how we utilized these tech-
nologies to increase user engagement with recommendations in
online retargeting campaigns for e-commerce.
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1 INTRODUCTION

The engagement of users with recommended products is greatly
influenced by their presentation [3], which is second only to their
relevance. This is especially true in online advertisement where the
users’ primary focus is not on the recommendations. Creatives of
ad campaigns are often designed with great care, but this approach
does not scale for product level ad campaigns (e.g. retargeting, Dy-
namic Product Ads (DPA)) where each item of the product catalog
is subject to be recommended on any of the ad placements with dif-
ferent aspect ratios. The common approach is to show the original
product image, optionally with additional design elements. We im-
prove upon this by using image generation methods and place the
products in appropriate environments. These more eye-catching
creatives increase user engagement. This solution is also useful for
enhancing user generated product photos (e.g. on marketplaces)
that might have been taken in less appealing environments.
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Figure 2: Examples of color variations through conditioning.

2 GENERATING PRODUCT IMAGES

We designed a novel feature for our recommender system that
creates eye-catching product images in the given size by generating
the surrounding background. Background generation utilizes Stable
Diffusion [5] - a popular diffusion [6] based image generation model
— through the diffusers [7] package. The model is prompted with
predefined prompts that describe environments appropriate for the
product category. The product itself is not modified in any way.

Al generated images in commercial applications: Even with
the rapid improvement of the technology, generative models - by
their nature — are prone to create imperfect images. Fortunately,
the application domain is somewhat permissive to smaller imper-
fections. Advertisements are rarely the main focus of the users,
thus minor issues are likely overlooked and forgotten. But it is still
crucial to build a pipeline where the chance of critical failures is low.
The naive approach for this task is inpainting: mask the product
and generate the background around it. However, this approach
often produces artifacts by extending the product with virtual parts
(see Figure 1). A better solution is to utilize ControlNet [8], which
allows for the injection of additional constraints into the image
generation process. Our pipeline uses the edges of the product as
the constraint in ControlNet. While this approach does draw under
the product mask, it creates an object similar to the product that
is later replaced by the real product. This significantly reduces the
artifacts and “floating product” images as well. We further improved
this solution by conditioning the generation on the product. This
technique reduces visible outlines and allows for subtly adapting
the color palette and the composition without changing the prompt
(see Figure 2).

The main steps of the generation pipeline are shown on Figure 3:

(1) Object detection and masking.
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Figure 3: Main steps of the background generation pipeline.

(2) Position & scale the product (and mask) according to the
placement. Remove original background, if applicable.

(3) Edge detection (optional: reinforce contours using the mask).

(4) Image generation using the edges as constraints (optional:
also condition on the product to increase quality).
(5) Cut back the original product onto the generated image.

Production considerations: The speed of image generation is
too slow for the strict response time requirements of recommender
systems, therefore the first request for a given (image, prompt, size)
triplet only puts the request on a queue and the recommendation is
served with the original image. Once the image is ready, the service
calls back the recommender system that caches the generated image
for future use. Costs are kept down by utilizing additional caches
(e.g. for masks) and grouping similar aspect ratios together. As no
machine learning method is flawless, there are certain points where
humans can intervene if necessary.

Personalizing the experience: Having a pretty background is
not enough, it has to be appealing to the user that views it. Most
products look good in multiple environments. Different users find
different variations attractive and preferences might be influenced
by where the recommendation is shown. Individually personalizing
for every user—item—-placement triplet is not possible due to the
sparseness of the data. We deployed a solution similar to [1] and use
the LinUCB [2, 4] contextual bandit algorithm to select the prompt
that has the best estimated CTR in the given context — defined by
user, item and placement features — from the predefined prompt
pool belonging to the product’s category.
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Figure 4: Relative CTR gains. (top left) phase I: positioned
product on white & generated background vs. original im-
age; (top right) phase II: improved vs. old pipeline; (bottom
left) phase II: generated image (improved pipeline) vs. orig-
inal image; (bottom right) phase III: personalized vs. non-
personalized background.

3 ONLINE TESTS

Our approach was validated by online A/B tests. Multiple indepen-
dent tests were performed over different timeframes and product
catalogs. The sizes of the product catalogs were in the range of a few
thousands to several tens of thousands items, and most of the prod-
ucts were in the apparel category (clothing, footwear, accessories,
etc.). The primary metric was click-through rate (CTR), because cre-
atives have direct effect on clicks only. However, we observed that
other metrics (e.g. number of conversions, cost per action (CPA))
also improved as an indirect effect of driving more users to the
merchant’s site. The test was conducted in three phases. Figure 4
summarizes the results. All CTR gains are statistically significant
at p < 0.05.

Phase I focused on examining the added value of generated
backgrounds, and was executed from September 2023 to February
2024. The performance of the generated images was compared to
that of the original product images. Since the positioning and the
size of the product can influence CTR, the output of step (2a) from
Figure 3 was also included in the comparison as a separate group.
The test validated both assumptions: (1) ~ 5% improvement can be
gained by simply paying attention to product positioning/scaling;
(2) products with generated backgrounds performed even better
with ~ 15% gain over the baseline.

Phase II validated that the improvements we made on the
pipeline resulted in additional CTR gains. This phase was also
used to check the performance of the improved pipeline against the
original product images in multiple experiments. While gener-
ated images always outperform the baseline, the relative CTR gain
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varies in a wide range (~ 4 — 40% in these experiments). The exact
number mainly depends on the product catalog of the merchant,
the ad placements, and the composition and quality of the original
product images.

Phase III investigated the added benefit of personalizing the
backgrounds. Three appropriate prompts were defined for each
product category. In the treatment group, prompts are selected by
the LinUCB algorithm based on context and user features, while the
control group is served with images based on randomly selected
prompts. Results suggest that even this lightweight personalization
can further improve the performance of the system by ~ 5%.
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